Review of Project K: Geospatial Science, Data Management and Technology Project
Executive Summary
Project K of the GCMRC FY25-27 describes efforts to organize, maintain, and make accessible data and geospatial analytical resources to the entire Glen Canyon Dam Adaptive Management Program. This project is intended to support the eleven priority resource projects and, as such, does not have specific scientific questions or objectives of its own. Overall, this project description and work plan is well written and adequately describes the work to be conducted in the next project phase. Linking the tasks of data management described in the project to larger concepts of data quality and data lifecycles would help ground the project in current data science principles. By its nature, this project is supportive of other projects, but participation in some aspects of the database management and data stewardship roles by other projects is voluntary. It would be helpful to see larger tables that illustrates which projects (and which datasets within projects) are collaborating with the Project K team and which are not and which LTEMP resource goals are being supported directly and which are supported indirectly. Additionally, some information would be useful on how other project groups are being encouraged to partner with the Project K team to better manage their monitoring data and make it more accessible.	Comment by Gushue, Thomas: We have had success improving on data quality by administering relational databases that allow for Infrastructure as Code (IaC) and the implementation of data parameter constraints as well as other data quality assurance procedures to improve upon the data quality aspects of key data resources.

RESPONSES TO EXECUTIVE SUMMARY:
Added to Project K work plan draft version 3:
Project K works collaboratively with the SBSC IT staff to address many aspects of data management from a Center-wide perspective, including but not limited to the adoption of hybrid-cloud strategies for data management, the shift for on-premise data backups to leverage Cloudberry and AWS tiered storage, the implementation of Department of the Interior data management policies and data-centric strategies adopted by the USGS for aligning with those policies (Hutchinson and other, 2024).  
Remains to be Added to Next Version of draft work plan:
We have had success improving on data quality by administering relational databases that allow for Infrastructure as Code (IaC) and the implementation of data parameter constraints as well as leveraging source-controlled programming code to perform repetitive procedures and improve upon the data quality aspects of key data resources.

Review Comments
1. The clarity and scientific quality of the proposal consistent with the goals established by the 2016 LTEMP Record of Decision and the need to assess resource status and trends, the effects of experimental and management actions, and potential other drivers and constraints (see Review Panel Prospectus).
This project is supportive of the other projects and their work to meet the goals established by the LTEMP. This project and the activities they describe will directly support the 2016 LTEMP’s goals of high-quality research and monitoring data that is accessible to the public.
2. The feasibility of accomplishing the stated three-year goals and elements of each project.
The goals described in this project is phrased as continuing work, and not as specific objectives that will be accomplished by the end of the 3-year period. As such, it is difficult to say how they could be evaluated for completion.
3. The relative priorities and funding levels proposed for the different project elements included under each project and opportunities to improve the cost effectiveness of each project given the need to reduce expenditures (see Review Panel Prospectus).
Given that this project is entirely in support of other projects and the work described amounts mostly to staff time, the budget looks reasonable and cost-effective. I do, though, question the budgeted travel amounts for project element K.3. If this project element involves installing and servicing sensors and communication equipment in the field, the budgeted amount for travel seems low compared to the other project elements.	Comment by Gushue, Thomas: Good observation, however, we have been mindful about costs associated with field work for many years now, and have developed ways to perform site visits without incurring very large costs.  For instance, when fish efforts on the LCR are scheduled that require helicopter support, we schedule an early morning flight with the helicopter operators that incurs no extra cost as their flight plan is already made and we work within those parameters.

For K.3., we envision that as we move through the next three fiscal years of this work plan, that advances in both technology and in our staff's expertise will allow to do full remote monitoring of the health and function of these remote systems.  By leveraging tools and services available to us, we will be able to manage and interact with these systems remotely, thus reducing costly field visits and targeting only necessary field visits.  
4. Contributions to the adaptive management of the resources and the experimental and management actions prioritized in the 2016 LTEMP Record of Decision (as subsequently expanded to include other methods for controlling invasive species).
High-quality data is the foundation for adaptive management of natural resources. I think this project and the work  described therein are a good foundation to supporting high-quality data for the various GCDAMP-funded projects. My only concern here is the decentralized and seemingly voluntary nature of participation with the GCMRC data team in the part of the other projects. What are the other projects doing to ensure data quality, and how is the Project K team supporting them beyond the set of services and datasets/databases listed in this project description?	Comment by Gushue, Thomas: While some aspects of data management and data science may be optional, such as a Principal Investigator deciding to leverage High-Performance Computing resources to help them improve their work, other tenants of data management are not voluntary and do require both buy from science project staff as stewards of their own data as well as base levels of support from Project K staff with a variety of tasks related to data management including assistance with the use of relational database software, advanced programming code for performing necessary data workflows, the use of programming code repositories (ie, USGS GitLab) for source control, and file-based and relational database backup strategies that are coordinated with SBSC IT.  There are other examples of these support tasks.  Ensure data quality is a shared responsibility that heavily involves the science project staff collecting and handling the data.  Project K just does not have enough capacity in the form of support staff to do this for every project, and so this is generally considered a responsibility of the PI for each science project.  That being said, Project K does support all projects with subject matter expertise in this area and on an as-needed basis.
5. The likely readiness of the project to undergo a comprehensive review of its accomplishments and design after the completion of the FY 2025–2027 work cycle.
I think this project will be ready for the comprehensive review provided they can show how they are supporting the broader data needs of all the GCDAMP-funded projects and how their current and past work have strategically addressed those needs.	Comment by Gushue, Thomas: This project has not been fully funded in past Triennial Work Plans and as such, the breadth of data science and data management support across the entire GCMRC has been constrained due to being at less than full capacity for the staff required to do this work. Supporting the broader needs more fully will require being fully funded in this Triennial Work Plan in order to hire and retain the proper staff required to actually perform this level of work across all projects.

This project does strive to build a more comprehensive data ecosystem for the entire GCMRC.  In this draft, we have offered examples of project-specific support to highlight how we handle data resources, and we have focused on those projects that simply collect larger volumes of data when compare to other projects.  However, these systems we discuss and the support we provide is available to all projects given that this project (Project K) can be as close to fully funded as possible in this next Triennial Work Plan.  This includes two key data support positions:  Database Administrator and Data / Computer Scientist.

In previous work plans as these data support positions may not have been fully funded, at least for the Data / Computer Scientist, Project K staff were required to be in a triage response scenario for supporting data needs, and the led to not all projects been incorporated into the fold of what is described in Project K.

All the efforts described in Project K and those things achieved as put forth in each annual report, have been accomplished with a partially funded data management and geospatial support project.  Despite the funding limitations,  the advancements made within this project has been astounding, however, more work remains to resolve the issues of technical debt that have arisen over the past two work plans.
RESPONSE TO REVIEW COMMENTS
Point #3. 
Good observation, however, we have been mindful about costs associated with field work for many years now and have developed ways to perform site visits without incurring very large costs.  For instance, when fish efforts on the LCR are scheduled that require helicopter support, we schedule an early morning flight with the helicopter operators that incurs no extra cost as their flight plan is already made and we work within those parameters.
For K.3., we envision that as we move through the next three fiscal years of this work plan, that advances in both technology and in our staff's expertise will allow to do full remote monitoring of the health and function of these remote systems.  By leveraging tools and services available to us, we will be able to manage and interact with these systems remotely, thus reducing costly field visits and targeting only necessary field visits.  
Point #4. 
While some aspects of data management and data science may be optional, such as a Principal Investigator deciding to leverage High-Performance Computing resources to help them improve their work, other tenants of data management are not voluntary and do require both buy from science project staff as stewards of their own data as well as base levels of support from Project K staff with a variety of tasks related to data management including assistance with the use of relational database software, advanced programming code for performing necessary data workflows, the use of programming code repositories (ie, USGS GitLab) for source control, and file-based and relational database backup strategies that are coordinated with SBSC IT.  
There are other examples of these support tasks.  Ensuring data quality is a shared responsibility that heavily involves the science project staff collecting and handling the data.  Project K just does not have enough capacity in the form of support staff to do this for every project, and so this is generally considered a responsibility of the PI for each science project.  Project K does support all projects with subject matter expertise in this area and on an as-needed basis.
Point #5. 
This project has not been fully funded in past Triennial Work Plans and as such, the breadth of data science and data management support across the entire GCMRC has been constrained due to being at less than full capacity for the staff required to do this work. Supporting the broader needs more fully will require being fully funded in this Triennial Work Plan in order to hire and retain the proper staff required to actually perform this level of work across all projects.
This project does strive to build a more comprehensive data ecosystem for the entire GCMRC.  In this draft, we have offered examples of project-specific support to highlight how we handle data resources, and we have focused on those projects that simply collect larger volumes of data when compared to other projects.  However, these systems we discuss and the support we provide is available to all projects given that this project (Project K) can be as close to fully funded as possible in this next Triennial Work Plan.  This includes two key data support positions:  Database Administrator and Data / Computer Scientist.
In previous work plans as these data support positions may not have been fully funded, at least for the Data / Computer Scientist, Project K staff were required to be in a triage response scenario for supporting data needs, and the led to not all projects been incorporated into the fold of what is described in Project K.
All the efforts described in Project K and those things achieved as put forth in each annual report, have been accomplished with a partially funded data management and geospatial support project.  Despite the funding limitations, the advancements made within this project has been astounding, however, more work remains to resolve the issues of technical debt that have arisen over the past two work plans.

Specific Comments
Project Summary and Purpose
· This section is generally well written. No specific comments
Science Questions
· This project is supportive of other GCDAMP projects and, as such, does not have its own specific science questions. The justifications listed in this section are sound.
Background
· P284, para 1 – Despite not having science questions specific to this project, I think the background would be strengthened by grounding it in some current concepts of data quality for monitoring programs. I’m thinking of the data lifecycle that is described by McCord et al. (2021). How does the work that is proposed in Project K support the data lifecycle or encourage better data stewardship for the other GCDAMP-funded projects? How do the roles/justifications listed in the science questions section fit into this data lifecycle?	Comment by Gushue, Thomas: When fully staffed, Project K staff supports all projects with data lifecycle components by providing the enterprise data platform that is discussed in K.1. for geospatial data sets and in K.2. for other data sets that are more tabular in nature.  It is the responsibility of each science project PI to identify how the roles and science questions related to their unique data sets, however, this is done in a collaborative manner with Project K staff.  

Over the past two previous Triennial Work Plans, Project K has emphasized moving science project data to enterprise relational databases that have assisted with improving data integrity.  An example of this can be seen with the fish monitoring database where we have better defined data types used in the database and instituted constraints on data types to prevent the inclusion of erroneous data values, ie values outside the known acceptable parameter limits.  This improves data integrity and reduces the amount of staff time used to perform QA/QC on field collected data.

If the Data / Computer Scientist position is funded we anticipate redesigning (or more likely designing and developing) a new field data collection application for fish monitoring.  This will be driven by a redesigned fish monitoring database we are suggesting (if sufficiently funded) to do in years 1 and 2 of this next TWP.  The new data collection application / software will also have similar constraints built-in to help limit erroneous data at the point of data collection.
· The picture I’m getting from the descriptions on p284 and 285 of the USGS reorganizations is that there is currently no mandate/requirement for all GCDAMP projects to work with the Project K geospatial/data group. In other words, participation is voluntary and many of the GCDAMP projects will develop and steward their own datasets. If that is the case, it would be good to clearly call that out. If that’s not the case, then some additional clarification on the role of the Project K team and the data requirements for the other GCDAMP projects would be useful at the beginning of this section.	Comment by Gushue, Thomas: This observation is true.  There are no known mandates for GCDAMP projects to work with Project K to obtain support and work collaboratively with Project K staff.  Despite this, most projects have chosen to work extensively with Project K staff which helps support the need to have data management professionals within a collective group to support all projects.  

Project K cannot prevent other projects from deciding to hire staff internal to those projects to address similar tasks as those that Project K staff are considered subject matter experts in -- although it appears clear that those hired into science projects are concerned with their science questions and may not have the correct transferrable skill sets or level of expertise that is found with data science and data management professionals, such as in Project K.  

RESPONSE TO BULLET #1:
When fully staffed, Project K staff supports all projects with data lifecycle components by providing the enterprise data platform that is discussed in K.1. for geospatial data sets and in K.2. for other data sets that are more tabular in nature.  It is the responsibility of each science project PI to identify how the roles and science questions related to their unique data sets, however, this is done in a collaborative manner with Project K staff.  
Over the past two previous Triennial Work Plans, Project K has emphasized moving science project data to enterprise relational databases that have assisted with improving data integrity.  An example of this can be seen with the fish monitoring database where we have better defined data types used in the database and instituted constraints on data types to prevent the inclusion of erroneous data values, ie values outside the known acceptable parameter limits.  This improves data integrity and reduces the amount of staff time used to perform QA/QC on field collected data.
If the Data / Computer Scientist position is funded we anticipate redesigning (or more likely designing and developing) a new field data collection application for fish monitoring.  This will be driven by a redesigned fish monitoring database we are suggesting (if sufficiently funded) to do in years 1 and 2 of this next TWP.  The new data collection application / software will also have similar constraints built-in to help limit erroneous data at the point of data collection.
RESPONSE TO BULLET #2:
This observation is true.  There are no known mandates for GCDAMP projects to work with Project K to obtain support and work collaboratively with Project K staff.  Despite this, most projects have chosen to work extensively with Project K staff which helps support the need to have data management professionals within a collective group to support all projects.  
Project K cannot prevent other projects from deciding to hire staff internal to those projects to address similar tasks as those that Project K staff are considered subject matter experts in -- although it appears to be clear that those hired into science projects are concerned with their science questions and may not have the correct transferrable skill sets or level of expertise that is found with data science and data management professionals, such as in Project K.  

Proposed Work
Project Element K.1
· I don’t have a good sense of what portion of the GCMRC’s overall GIS data is stewarded by the Project K team and what portion the other projects maintain separately. I get that the group manages a lot of data, and that those data are growing over time. Same with GIS analytical services/support. How often is this used by other projects? Framing this section in terms of magnitude of the GCMRC’s overall GIS data volume and/or the extent to which the other CGDAMP-funded projects rely on services provided under project K would strengthen this section.	Comment by Gushue, Thomas: GCDAMP

This is a good suggestion, but not one we included in the draft version 3. Response here will be for draft version 4:

Geospatial data holdings on-premise are in 
excess of 50TB on our disk array.  Final versions and publicly available versions of most canyon-wide geospatial data sets are also stored in our enterprise postgreSQL relational database environment.  These publicly available data sets are approximately 10TB.  	Comment by Gushue, Thomas: USE TEXT IN DOCUMENT
· I like Figure 1 in that it communicates the breadth of services provided under this project. However, it appears that you are supporting only 6 of the 10 other GCDAMP projects, and 6 of the 11 LTEMP resource goals. What about the other ones? Does this represent an opportunity to develop new datasets or services? What are these other projects doing for their GIS data/analysis needs? I think this should be more directly addressed.	Comment by Gushue, Thomas: Project K supports all projects with a certain level of support that was not encapsulated in the second draft version of this work plan.  The Table Figure for K.1. and K.2. have been updated to accommodate the review comments presented here and included in draft version 3 of the TWP.

Content added to Draft Version 3 :

Support for either GIS operation, geospatial analysis, data management, relational database tasks, programming and code development for data processing and analysis, web application development, etc.  The frequency and magnitude of requests ebb and flow during the course of a fiscal year, however, an estimate would be that requests at a base level (ie, lower level tasks requiring less than 1 day) occur on a daily or weekly basis.  Middle level requests range from two days to approximately one week and can occur from weekly to monthly depending on the time of year, and higher level tasks involving more than one week occur about every other month.
· P288, para 1 – This sentence describing the Enterprise GIS on-premises Postgres database should be moved up to the first paragraph of the Enterprise GIS section (i.e., before you start talking about migrating data into the postgres environment and eventually to ArcGIS online).
· P288, para 2, line 5 – This should reference Figure 2, not Figure 1.
· P288, para 2 – I suggest moving the URL for the portal into the figure caption.
RESPONSES TO COMMENTS ON PROJECT ELEMENT K.1.
This is a good suggestion, but not one we included in the draft version 3. Response here will be for draft version 4:
The volume of geospatial data holdings on-premise is approximately 40TB on a centrally-managed disk array, while the partition for storing and maintaining science project data is currently at 53TB. It is important to note that there is a large amount of geospatial data contained within various science project workspaces.  Final versions and publicly available versions of most canyon-wide geospatial data sets are also stored in our enterprise postgreSQL relational database environment.  The enterprise relation database PostgreSQL storage is just under 2TB with compression applied.    
Project K supports all projects with a certain level of support that was not encapsulated in the second draft version of this work plan.  The Table Figure for K.1. and K.2. have been updated to accommodate the review comments presented here and included in draft version 3 of the TWP.
Content added to Draft Version 3 :
Support for either GIS operation, geospatial analysis, data management, relational database tasks, programming and code development for data processing and analysis, web application development, etc.  The frequency and magnitude of requests ebb and flow during the course of a fiscal year, however, an estimate would be that requests at a base level (ie, lower level tasks requiring less than 1 day) occur on a daily or weekly basis.  Middle level requests range from two days to approximately one week and can occur from weekly to monthly depending on the time of year, and higher level tasks involving more than one week occur about every other month.

Project Element K.2
· I have the same comment here as with the GIS data/analysis element – what about the projects that are managing their own data? For this project element in particular, I think there needs to be some statement as to the role of this project team in supporting other projects in their data collection/stewardship, and the table (Fig 3) should reflect the full breadth of projects and LTEMP resource goals.	Comment by Gushue, Thomas: It is anticipated that some projects will perform some aspects of data management internally as data management can be viewed as beginning well in advance of the data collection phase and continuing on past  the end publication and data release phases for a project.  It is not feasible for Project K to be in complete control of all aspects of data management, but rather to serve as subject matter experts as a service to science project staff, develop and promote best practices within different realms of data management -- defined across these three project elements --, and to work collaboratively with science project staff to determine how these best practices are working.  

The decentralized nature of desktop applications, remote data collection using field computers and continued trends in user-friendly applications all help support science project staff with their roles and responsibilities for data management.  When science project staff reach the limits of their knowledge or skill sets with any particular workflow, then Project K support staff are available to assist with those challenges. 
· What role does the Project K team have in providing best-practices or advisory support to other project for which you are not directly managing their data? 
RESPONSES TO COMMENTS ON PROJECT ELEMENT K.2.
It is anticipated that some projects will perform some aspects of data management internally as data management can be viewed as beginning well in advance of the data collection phase and continuing on past the end publication and data release phases for a project.  It is not feasible for Project K to be in complete control of all aspects of data management, but rather to serve as subject matter experts as a service to science project staff, develop and promote best practices within different realms of data management -- defined across these three project elements --, and to work collaboratively with science project staff to determine how these best practices are working.  
The decentralized nature of desktop applications, remote data collection using field computers and continued trends in user-friendly applications all help support science project staff with their roles and responsibilities for data management.  When science project staff reach the limits of their knowledge or skill sets with any particular workflow, then Project K support staff are available to assist with those challenges.
Project Element K.3
· Figure 6 begins to get at what I am referring to in the other project elements. The blank cells communicate that there is no current activity in these areas for certain projects. I think this is valuable to communicate and can be described as opportunity areas for future work/development.
· In Figure 6, what is the right-most, blank column for?	Comment by Gushue, Thomas: This column was from an earlier draft of the table and should have been removed.  It has been removed in draft version 3 of the TWP.
RESPONSES TO COMMENTS ON PROJECT ELEMENT K.3.
This column was from an earlier draft of the table and should have been removed.  It has been removed in draft version 3 of the TWP.
