Relations between rainfall–runoff-induced erosion and aeolian deposition at archaeological sites in a semi-arid dam-controlled river corridor
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ABSTRACT: Process dynamics in fluvial-based dryland environments are highly complex with fluvial, aeolian, and alluvial processes all contributing to landscape change. When anthropogenic activities such as dam-building affect fluvial processes, the complexity in local response can be further increased by flood- and sediment-limiting flows. Understanding these complexities is key to predicting landscape behavior in drylands and has important scientific and management implications, including for studies related to paleoclimatology, landscape ecology evolution, and archaeological site context and preservation. Here we use multi-temporal LiDAR surveys, local weather data, and geomorphological observations to identify trends in site change throughout the 446-km-long semi-arid Colorado River corridor in Grand Canyon, Arizona, USA, where archaeological site degradation related to the effects of upstream dam operation is a concern. Using several site case studies, we show the range of landscape responses that might be expected from concomitant occurrence of dam-controlled fluvial sand bar deposition, aeolian sand transport, and rainfall-induced erosion. Empirical rainfall-erosion threshold analyses coupled with a numerical rainfall–runoff–soil erosion model indicate that infiltration-excess overland flow and gullyforming govern large-scale (centimeter- to decimeter-scale) landscape changes, but that aeolian deposition can in some cases mitigate gully erosion. Whereas threshold analyses identify the normalized rainfall intensity (defined as the ratio of rainfall intensity to hydraulic conductivity) as the primary factor governing hydrologic-driven erosion, assessment of false positives and false negatives in the dataset highlight topographic slope as the next most important parameter governing site response. Analysis of 44+ years of high-resolution (four-minute) weather data and 75+ years of low resolution (daily) climate records indicates that dryland erosion is dependent on short-term, storm-driven rainfall intensity rather than cumulative rainfall, and that erosion can occur outside of wet seasons and even wet years. These results can apply to other similar semi-arid landscapes where process complexity may not be fully understood. Copyright © 2015 John Wiley & Sons, Ltd.
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Introduction

Erosion of semi-arid hillslopes through rainfall–runoff is a well-studied process with important implications to many landscapes (e.g. Blackburn, 1975; Fitzjohn et al., 1998; Canfield et al., 2001; Castillo et al., 2003; Cantón et al., 2011). Similarly, aeolian transport is also a significant process in semi-arid regions (e.g. Breshears et al., 2003; Okin et al., 2006; Nickling and Neuman, 2009), although its effects on mitigating runoff-induced erosion have received comparatively less attention (e.g. Bullard and Livingstone, 2002; Sankey and Draut, 2014). In certain instances, and particularly within semi-arid fluvial landscapes where infrequent storms trigger widespread gullyling and micro-climates cause preferential aeolian transport, both of these processes can interact to affect landscape response (Belnap et al., 2011). This is particularly true where fluvial systems undergo fluctuating flow conditions, thereby allowing sand bars to form with subsequent aeolian sand transport to adjacent hillslopes. Sand deposits may then protect underlying substrates from erosion. The system may become even more complex if the fluvial system is affected by anthropogenic effects such as dams (Draut, 2012). These may then block fluvial sediment transport altogether and/or affect base-level flow of tributaries.

The confluence of these processes is much more than an academic study. Instead, it is critically important to understanding the depositional histories of arid and semi-arid environments worldwide (e.g. Roskin et al., 2013). Perhaps nowhere are these studies more relevant than for studying the context and fate of many areas of archaeological interest. Evidence of prehistoric human occupation is often found in river valleys where a combination of fluvial, alluvial and aeolian deposition preserves artifacts, structures, and other cultural features (e.g. Russia – Holliday et al., 2007; India – Gibling et al., 2008; Argentina – Martínez and Martínez, 2011; Israel – Roskin et al., 2014). Whereas the depositional environment that preserves archaeological sites is important for understanding their cultural context (e.g. Harris, 1989; Waters, 1997), erosional processes are often responsible for the initial discovery of sites. However, modern-day erosion can also threaten any future interpretation by displacing or entirely removing artifacts from their original depositional context.
Here we study these processes as they relate to archaeological site preservation in Grand Canyon, Arizona, USA (Figure 1) where hundreds of archaeological sites are located within aeolian- and fluvial-derived substrates in close proximity to the dam-controlled, sediment-limited Colorado River (Figure 2), and where erosion of sites through gullying currently threatens site integrity (Fairley, 2003, 2005; Draut and Rubin, 2008; Draut et al., 2008).

Our investigation aims to sort out the competing and controlling characteristics of coupled fluvial–aeolian–runoff interactions in a semi-arid landscape with the purpose of determining the range of possible geomorphic responses from precipitation and aeolian processes. As motivation for our studies, we begin by providing a brief synopsis of dam management and effects as they apply to archaeological site change along the Colorado River corridor in Grand Canyon. Then, using 4+ years (2006–2010) of measured topographic changes at 13 archaeological sites located throughout the river corridor, we analyze both the topographic changes (to identify short-term trends) and the proxies for these changes, whether from rain-fall runoff or aeolian transport. Combining this data with site-specific meteorological measurements, we formulate a process-based empirical threshold model to distinguish sediment transport (i.e. erosion) caused by different runoff modes (i.e. infiltration-excess versus saturation-excess overland flow). We further use false-positives and false-negatives from the empirical threshold equations to identify additional likely influences on sediment transport. Threshold results are verified using a two-dimensional rainfall–runoff model and compared to long-term precipitation records to identify the likely return period of erosion-inducing storms in this landscape. Finally, we use examples from the data to showcase three distinct possible responses – negative (erosion), mixed, and positive (net deposition) – that should be considered when predicting dryland site change resulting from the net effect of fluvial–aeolian–alluvial interactions.

Whereas the numerical model requires a detailed knowledge of topography and substrate properties to implement, the empirical model can be easily applied to identify short-timescale landscape response in other semi-arid environments where only generalized substrate and weather data are available. Thus, although our research is conducted within the context of archaeological site management, both the methods and results are applicable to a wide range of semi-arid landscapes, where assumed complexities in sediment transport processes might otherwise preclude first-order analysis and interpretation.
Archaeological Site Erosion Along the Colorado River Corridor of Grand Canyon, Arizona, USA

Grand Canyon is among the world’s most iconic landscapes, showcasing 1.8 billion years of geological history (e.g., Billingsley, 2000) and classic examples of fluvial geomorphology (e.g., Howard and Dolan, 1981). During the last 11,000 years, humans have left their imprint at numerous locations along the Colorado River in Grand Canyon (e.g., Powell, 1875; Taylor, 1958; Schwartz, 1965; Jett, 1968; Fairley, 2003; Pederson et al., 2011). Some evidence of past human habitation is preserved by archaeological sites situated in and on aeolian dune-covered fluvial terraces (i.e., source-bordering dunes) (Bullard and McIntosh, 2003) adjacent to the Colorado River (Fairley et al., 1994). Aeolian deposits at some sites can be tens to hundreds of centimeters thick (Draut et al., 2008; Hereford et al., 2000), similar to other archaeologically important areas located in the semi-arid American southwest (e.g., Drakos and Reneau, 2007). Because these sites contain valuable information about the past and serve as tangible evidence of Native Americans’ prehistoric use of this area, the physical processes contributing to their preservation or degradation within the Colorado River corridor of Grand Canyon National Park is a subject of considerable interest. Uncertainties surrounding the flow-limiting and sediment-blocking effects of Glen Canyon Dam (Topping et al., 2000, 2003), located 25 km upstream from Grand Canyon, on the stability and sediment-blocking effects of Glen Canyon Dam (Topping et al., 2000, 2003) coincided with a series of high-flow experimental releases (termed HFEs) in the early 1980s which set the stage for a suite of investigations aimed at understanding the interactions between dam operations and archaeological site erosion (Thompson and Potochnik, 2000; Fairley, 2003; Pederson et al., 2006a; Draut and Rubin, 2008). The earliest investigations suggested that increased archaeological site erosion is tied to tributary base-level lowering resulting from decreased channel margin deposition by regulated river flows compared with pre-dam flood levels (Hereford et al., 1993). It was subsequently proposed that flows above the level of those typically used for power generation from the dam (i.e., HFEs > 637 m$^3$/s) might result in a reduction of gully knickpoint migration by infilling the lowest parts of the gully systems (Thompson and Potochnik, 2000). However, field tests were inconclusive (Hazel et al., 2008) and potentially irrelevant, as might have been predicted based on the findings of Hereford et al. (1993), given that the HFE flow levels were well below those of pre-dam flows.

Thompson and Potochnik (2000) recognized that decreases in the amount of aeolian surface deposits resulting from the supply-limiting effects of the upstream dam could be a critical factor contributing to erosion of cultural sites located on the banks of the post-dam Colorado River. Comprehensive research on long-term solutions to gully erosion via the aeolian effects of HFEs was initiated in 2003 and identified the types of landscapes that might be restored by dam operations (Draut and Rubin, 2008; Draut et al., 2008; Draut, 2012). Draut (2012) concluded that landscapes with a high potential for restoration, designated as modern-fluvial-sourced (MFS) aeolian deposits, must be located downstream of fluvial sand bars that are periodical replenished by sediment-rich high flows under the post-dam flow regime. MFS deposits are differentiated from relict-fluvial-sourced (RFS) deposits (Draut and Rubin, 2008; Draut, 2012) which do not receive new aeolian sand supply because they are not situated downstream of modern (post-dam construction) sandbars formed by large (>1160 m$^3$/s) restorative floods below Glen Canyon Dam (Wright et al., 2005).

Despite evidence for linkages between fluvial and related aeolian processes (Draut et al., 2010a; Draut, 2012; Sankey and Draut, 2014) and the potentially restorative sand deposition and site burial effects to archaeological sites located in the river corridor, quantitatively separating the natural factors contributing to site erosion (e.g., precipitation-induced gullying) from those potentially related to dam operations (e.g., reduction in the volume, elevation and distribution of sand bars) has been difficult. Studies that conclusively link archaeological site change to specific natural or anthropogenic causes are lacking due to the complexities involved in identifying the main drivers behind particular processes in such heterogeneous landscapes. The present study makes headway in this direction by exploring and presenting generalized
relationships between rainfall–runoff erosion and aeolian deposition based on a number of site-specific cases, but representative of possibilities in coupled fluvial–aeolian landscapes worldwide.

**Methods**

**Study areas**

We selected 13 archaeological site study areas distributed throughout the 446 km length of the Colorado River corridor (Figure 1) for in-depth analysis and modeling. The sites exhibit a range of geomorphic settings, substrate characteristics, and surface processes commonly observed within Grand Canyon (see Collins et al., 2009, 2012), and they include sites both with and without engineered erosion-control features (e.g. rock and brush check dams) (see Pederson et al., 2006a). All are located on either alluvial deposits or former (pre-dam) fluvial terraces within 200 m of the river’s edge as measured at current low-flow (i.e. 230 m$^3$/s) water levels. Watershed areas vary between 1400 and 61 400 m$^2$ and are composed of a variety of substrates ranging from aeolian sand, to biological soil-crusted
Table 1. Site drainage area, slope, substrate, and infiltration data.

<table>
<thead>
<tr>
<th>Site # Arizona archaeological site ID#*</th>
<th>Up-terrace drainage area (m²)</th>
<th>Average slope, β (°)</th>
<th>Predominant substratesb (%)</th>
<th>Site area hydraulic conductivity Kc,A averagec (m/s)</th>
<th>Effective substrate porosity, θe</th>
<th>Effective subsurface depth, ze (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 AZ:C:05:0031</td>
<td>21,000</td>
<td>8</td>
<td>C(39), A(36), AS(13), TC(11), UV(1)</td>
<td>5.7E-5</td>
<td>0.28</td>
<td>13.2</td>
</tr>
<tr>
<td>2 AZ:C:13:0006</td>
<td>4,600</td>
<td>19</td>
<td>Cs(54), TC(34), UV(8), AS(4)</td>
<td>1.8E-5</td>
<td>0.22</td>
<td>9.4</td>
</tr>
<tr>
<td>3 AZ:C:13:0099</td>
<td>61,400</td>
<td>6</td>
<td>C(61), F(18), P(9), tC(6), B(3), UV(3)</td>
<td>1.3E-5</td>
<td>0.22</td>
<td>1.7</td>
</tr>
<tr>
<td>4 AZ:C:13:0099p</td>
<td>34,900</td>
<td>&lt;1</td>
<td>C(69), P(13), T(6), B(6), TC(5), UV(1)</td>
<td>9.9E-6</td>
<td>0.10</td>
<td>3.7</td>
</tr>
<tr>
<td>5 AZ:C:13:0336</td>
<td>3,900</td>
<td>6</td>
<td>TC(32), TC(26), UV(18), F(13), P(11)</td>
<td>1.2E-5</td>
<td>0.22</td>
<td>2.5</td>
</tr>
<tr>
<td>6 AZ:C:13:0321</td>
<td>1,500</td>
<td>6</td>
<td>UV(39), AS(37), TC(24)</td>
<td>1.2E-5</td>
<td>0.28</td>
<td>2.6</td>
</tr>
<tr>
<td>7 AZ:C:13:0346</td>
<td>6,900</td>
<td>12</td>
<td>A(67), TC(21), UV(11), F(1)</td>
<td>2.4E-5</td>
<td>0.22</td>
<td>6.8</td>
</tr>
<tr>
<td>8 AZ:C:13:0348</td>
<td>3,800</td>
<td>12</td>
<td>A(74), TC(16), UV(6), F(4)</td>
<td>2.6E-5</td>
<td>0.22</td>
<td>6.8</td>
</tr>
<tr>
<td>9 AZ:B:10:0225</td>
<td>24,700</td>
<td>20</td>
<td>C(87), AS(12), A(1)</td>
<td>1.5E-5</td>
<td>0.22</td>
<td>2.8</td>
</tr>
<tr>
<td>10 AZ:G:03:0041</td>
<td>7,900</td>
<td>23</td>
<td>C(69), TC(16), UV(12), AS(3)</td>
<td>2.5E-5</td>
<td>0.18</td>
<td>10.2</td>
</tr>
<tr>
<td>11 AZ:G:03:0002</td>
<td>23,700</td>
<td>5</td>
<td>C(66), TC(24), UV(10)</td>
<td>1.9E-5</td>
<td>0.18</td>
<td>8.2</td>
</tr>
<tr>
<td>12 AZ:G:03:0072US</td>
<td>6,400</td>
<td>14</td>
<td>A(37), AS(28), TC(20)</td>
<td>2.6E-5</td>
<td>0.18</td>
<td>14.1</td>
</tr>
<tr>
<td>13 AZ:G:03:0072DS</td>
<td>1,400</td>
<td>24</td>
<td>A(56), TC(36), UV(8)</td>
<td>2.5E-5</td>
<td>0.18</td>
<td>15.1</td>
</tr>
</tbody>
</table>

*Designation is for archaeological site reference using standard protocols used in Arizona, USA.

bA = alluvium, AS = aeolian sand, B = bedrock, C = colluvium, F = fluvial terrace, TC = thick biological soil crust, tC = thin biological soil crust, P = playa, UV = under vegetation.

cValues have been multiplied by 0.3 to represent the Green-Ampt infiltration parameter (Kc,A).

Table I; e.g. Figure 2A), although some are located predominately on and within steep terrace risers (e.g. Figure 2B). Nearly all sites are traversed by several shallow gullies less than 0.5 m in depth; some gullies contain knickpoints that act as loci for erosion. Many gullies currently threaten the integrity of archaeological resources that include masonry structures, artifact scatters, and roasting pits dating approximately to between 900 and 1800 CE. Vegetation is typical for the desert southwest, with interspersed cacti varieties and mesquite trees, along with smaller shrubs and grasses. We provide additional site specific geomorphological descriptions in Collins et al. (2009, 2012).

Terrestrial LiDAR monitoring

We collected repeat-sets of terrestrial LiDAR (light detection and ranging) data at the 13 archaeological sites in May 2006, May 2007, September 2007, April 2010, and September 2010 (Figure 1) using tripod-mounted Riegl Z210 and Z420i time-of-flight-type laser instruments georeferenced with total station and global positioning system (GPS) measurements. High-resolution bare-earth point clouds (with typical point density of 96 points/m²) and surface models (with 5 cm grid size) of each site, ranging in total surface area between 100 m² and 3400 m² (averaging 1300 m²; Figure 1), were constructed following a suite of filtering, registration, georeferencing, and surface building algorithms (Collins et al., 2009, 2012). The resultant point cloud accuracy is between 1.5 and 4 cm, with temporally consecutive absolute surface model change detection thresholds ranging from 3 cm (for the Z420i data) to 8 cm (for the Z210 data). We computed areas between 0.02 m² and 260 m², and volumes ranging from 0.001 m³ to 62 m³, of eroded and deposited sediment over 5 to 32 month intervals by comparing sequential pairs of surface models at each site (e.g. Figure 3B). We determined the likely mode of sediment transport as from either runoff or aeolian processes by observation of the location and geomorphic settings of the deposits (Collins et al., 2009, 2012). Areas exhibiting change were determined to be from runoff if they showed evidence of alluvial transport (e.g. downward fining of deposited sediment, presence of erosive cutbanks) and spatial distributions coincident with either existing or incipient gullies. Likewise, areas showing evidence of wind transport (e.g. ripples, dunes) and/or larger spatial distributions coincident with uniform sand deposits compared to smaller and gully-aligned alluvial change areas were determined to be from an aeolian process mode of transport. Interpretations were based on site observations and documentation provided in Collins et al. (2009, 2012). We re-evaluated original interpretations from these studies for two sites (sites 5 and 6) in light of new analyses indicating more conclusive evidence for a precipitation/runoff related trigger for documented site erosion during the May 2006–September 2007 and April 2010–September 2010 time periods, respectively.

Weather data collection and analysis

A series of automated weather stations operating in Grand Canyon between 2006 and 2010 provided precipitation and wind data for our analyses. We coalesced and integrated data from several field studies (Draut et al., 2009a, 2009b, 2010b; O’Brien and Pederson, 2009b; Dealy et al., 2014) to build continuous time series for analysis and corroboration with documented site changes. These data provide the highest resolution data (with four-minute sampling intervals) ever collected at the bottom of Grand Canyon. Episodic weather station equipment failure at some sites necessitated substituting precipitation data from neighboring (secondary) weather stations along the river corridor. With these substitutions, our overall data coverage for all time periods exceeds 80% at all sites (Table II). During only one time period at two sites (May 2006 to May 2007 at sites 7 and 8) is the temporal coverage less than 80%; we do not include analyses for these cases. For the remainder of the sites with incomplete
records, ranges of missing data are generally not coincident with
typical times of heavy precipitation in the canyon (i.e. during the
summer monsoon from July through September or the Pacific
storm winter season from November through March).

To generate intensity relationships for individual storm
events, we identified storms as continuous periods of time with
rainfall separated by more than six continuous hours of no rain;
this threshold has also been used in identifying debris-
flow-generating storms (Deganutti et al., 2000). We chose the
maximum 10-minute intensity to be a good measure of storm
runoff potential – rates lower than this were deemed to be too
short and disjointed for causing significant runoff and those
larger were determined to overly smooth potentially important
periods of heavy rainfall. To compute the maximum 10-minute
intensity, we resampled the four-minute data at evenly-divided
one-minute resolution and calculated the maximum 10-minute
moving sum. As proxies for the conditions that generate over-
land flow and channelized erosion at the sites, we interrogated
these results to identify storms (Table III) with the highest
10-minute intensity and the largest total precipitation during
each LiDAR monitoring period. Storm rainfall intensities and
totals reached 107 mm/h and 45 mm, respectively, at some sites
during the monitoring period, and were typically coincident
with the summer monsoon. We generated expected recurrence
intervals for all storms by comparing their corresponding daily
total precipitation to records (NOAA, 2013) from the only two
long-term (75+ year) rain gages located at river level in Grand
Canyon (Lees Ferry and Phantom Ranch, located between 22
and 195 km from the archaeological sites; Figure 1).

For sites in which aeolian deposition can potentially influ-
ence archaeological site stability, we determined the range of
required wind transport directions by measuring the horizontal

<table>
<thead>
<tr>
<th>Site #</th>
<th>Time period</th>
<th>Storm date</th>
<th>Peak 10-minute storm intensity (mm/h)</th>
<th>Storm precipitation total (mm)</th>
<th>Daily precipitation total (mm)</th>
<th>Daily total precipitation recurrence interval at Lees Ferry (a) (years)</th>
<th>Daily total precipitation recurrence interval at Phantom Ranch (b) (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>May 2006–May 2007</td>
<td>August 24, 2006</td>
<td>42</td>
<td>9</td>
<td>9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>May 2007–September 2007</td>
<td>July 30, 2007</td>
<td>41</td>
<td>17</td>
<td>17</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>September 2007–April 2010</td>
<td>July 6, 2008</td>
<td>107</td>
<td>23</td>
<td>23</td>
<td>1.8</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>May 2006–May 2007</td>
<td>August 24, 2006</td>
<td>42</td>
<td>9</td>
<td>9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>May 2007–September 2007</td>
<td>July 30, 2007</td>
<td>51</td>
<td>17</td>
<td>17</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>April 2010–September 2010</td>
<td>August 6, 2010</td>
<td>46</td>
<td>13</td>
<td>13</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>May 2006–May 2007</td>
<td>August 24, 2006</td>
<td>42</td>
<td>9</td>
<td>9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>September 2007–April 2010</td>
<td>July 20, 2009</td>
<td>76</td>
<td>27</td>
<td>27</td>
<td>3.6</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>April 2010–September 2010</td>
<td>August 6, 2010</td>
<td>46</td>
<td>13</td>
<td>13</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>May 2006–May 2007</td>
<td>August 24, 2006</td>
<td>42</td>
<td>9</td>
<td>9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>May 2007–September 2007</td>
<td>July 30, 2007</td>
<td>51</td>
<td>17</td>
<td>17</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>September 2007–April 2010</td>
<td>July 20, 2009</td>
<td>76</td>
<td>27</td>
<td>27</td>
<td>3.6</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>April 2010–September 2010</td>
<td>August 6, 2010</td>
<td>46</td>
<td>13</td>
<td>13</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>April 2010–September 2010</td>
<td>August 6, 2010</td>
<td>47</td>
<td>10</td>
<td>10</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>September 2007–September 2010</td>
<td>May 22, 2009</td>
<td>86</td>
<td>45</td>
<td>31</td>
<td>5.2</td>
<td>2.0</td>
</tr>
<tr>
<td>8</td>
<td>September 2007–September 2010</td>
<td>May 22, 2009</td>
<td>86</td>
<td>45</td>
<td>31</td>
<td>5.2</td>
<td>2.0</td>
</tr>
<tr>
<td>9</td>
<td>September 2007–September 2010</td>
<td>May 22, 2009</td>
<td>86</td>
<td>45</td>
<td>37</td>
<td>8.3</td>
<td>3.4</td>
</tr>
<tr>
<td>12</td>
<td>May 2007–September 2007</td>
<td>July 29, 2007</td>
<td>74</td>
<td>31</td>
<td>32</td>
<td>5.9</td>
<td>2.0</td>
</tr>
<tr>
<td>12</td>
<td>September 2007–September 2010</td>
<td>August 27, 2010</td>
<td>53</td>
<td>13</td>
<td>13</td>
<td>0.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

aData coverage during May 2006–May 2007 is only 18% and not used for analysis.

bPhantom Ranch analysis based on 90.4% data coverage (Hereford et al., 2014) over 78 years (1935–2012).

cDenotes duplicate storms represented at nearby sites and not used for seasonal statistical analyses.

Table II. Location and temporal coverage of precipitation data used for intensity-storm total analyses.

<table>
<thead>
<tr>
<th>Site #</th>
<th>Distance to primary weather station (km)</th>
<th>Distance to secondary weather station (km)</th>
<th>Average temporal coverage of primary data for all monitoring periods</th>
<th>Average temporal coverage of primary and secondary data for all monitoring periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>3</td>
<td>80%</td>
<td>96%</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>6</td>
<td>71%</td>
<td>96%</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>6</td>
<td>71%</td>
<td>96%</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>6</td>
<td>71%</td>
<td>96%</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>6</td>
<td>79%</td>
<td>81%</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>6</td>
<td>79%</td>
<td>81%</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>n/a</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>21</td>
<td>36%</td>
<td>86%</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>21</td>
<td>37%</td>
<td>87%</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>29</td>
<td>80%</td>
<td>96%</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>29</td>
<td>80%</td>
<td>96%</td>
</tr>
</tbody>
</table>

aData coverage during May 2006–May 2007 is only 18% and not used for analysis.
angle between nearby river sand bars and dunes (i.e. sand sources) and the archaeological sites. We then analyzed available wind and sand transport data and interpretations (Draut et al., 2009a, 2009b, 2010b) to identify whether sand could have been transported to the archaeological sites when new aeolian sand deposition was identified in the change detection data.

Intensity-storm total relationships

We synthesized precipitation intensity and cumulative precipitation relationships to identify generalized storm and site conditions that are likely to cause overland flow and consequently, soil erosion. Thus, we use runoff generation as a direct proxy for soil erosion, which is generally substantiated for gullying processes (e.g. Kirkby and Bracken, 2009). Quantitative runoff-generation analogues for both infiltration-excess overland flow (exceeding the infiltration rate capacity of the soil; e.g. Horton, 1945) and saturation-excess overland flow (i.e. exceeding the storage capacity of the soil; e.g. Dunne and Black, 1970a, 1970b) provide the basis for our methodology. This occurs within a threshold framework inspired by that originally developed for the empirical prediction of shallow landslide initiation (e.g. Caine, 1980, Guzzetti et al., 2008). We note that our approach is nearly identical to that recently developed by Mirus and Loague (2013) who developed a quantitative format of the classic hillslope hydrology diagram by Dunne (1978) and who showed its applicability to a wide range of landscapes and environmental conditions. The purpose of our analysis is to establish an empirical method for identifying landscapes (and archaeological sites) that may be subject to runoff, and potentially soil erosion, from a wide-range of rainfall conditions.

The ratio between rainfall intensity ($i$) and the near-surface, average field-saturated soil hydrologic conductivity ($K$) determines which storms are capable of infiltration-excess overland flow. Overland flow and subsequent potential soil erosion will result when this ratio is greater than unity such that water on the surface is unable to infiltrate. Defining $T$ as the normalized storm intensity results in:

$$T = \frac{i}{K} \quad (1)$$

Field infiltration measurements from both existing reports (Pederson et al., 2003; O’Brien and Pederson, 2009b) and new data collected specifically for this study using a mini-disk infiltrometer provide $K$ values for our analyses (Figure 4, Supporting Information Table S1). We multiplied all field infiltration values by 0.3 to adjust the field data into the Green–Ampt parameter ($K_{GA}$), according to previous work in similar environments (e.g. Bouwer, 1966; Grayson et al., 1992; Howes and Abrahams, 2003). The infiltration data were assigned to one of nine mapped substrate categories (Figure 4 plus ‘bedrock’ and assumed to have zero infiltration capacity) to generate spatially-averaged singular substrate values for each site (Table I). These represent substrate area weighted-average values over each site watershed, thereby indirectly accounting for inherent spatial and geomorphic variability. Whereas ponding and overland flow are not expected to occur everywhere in watersheds, overland flow is often pervasive from upslope contributing areas in semi-arid landscapes, and especially those with expanses of exposed bedrock and/or mantled by coarse colluvium such as found in Grand Canyon (Pederson et al., 2006a; O’Brien and Pederson, 2009b). Thus, the site-averaged values provide a simplified, but still relevant model for the complex processes involving concentrated runoff from impermeable upslope areas onto those with relatively erodible surfaces.

Although the effect of precipitation-induced saturation on landscape change can be analyzed in the time domain (e.g. storm duration relationships, Caine, 1980), this requires making considerable assumptions about the physics of infiltration and associated parameters (e.g. Smith, 2002). Instead, we investigated saturation effects in the volume domain using each storm’s cumulative precipitation total, where storm total is the

Figure 4. Field soil infiltration ($K$) data (mean indicated by squares, with vertical bars for maximum and minimum values) at all sites, discretized by substrate category (A = alluvium, AS = aeolian sand, C = colluvium, F = fluvial terrace, TC = thick biological soil crust, tC = thin biological soil crust, P = playa (hardpan evaporative crust over sandy substrate), UV = under vegetation). Horizontal red bars are substrate averages weighted by the number of measurements at each site (see Table S1). Data from Pederson et al. (2003), O’Brien and Pederson (2009b), and this study. This figure is available in colour online at wileyonlinelibrary.com/journal/espl
cumulative precipitation of individual storms separated from temporally adjacent storms by at least six hours. This parameter is a proxy for the water available to fill soil pores, especially in arid landscapes where storms are often temporally discontinuous (Kurc and Small, 2004). Whereas subsurface stormflow from upwarsheand areas may also contribute to pore filling, its influence is strongest in steep topography (Freeze, 1972; Mirus and Loague, 2013) and where a seepage face can develop (i.e. convex slopes feeding incised channels) (Freeze, 1972). Some of the sites investigated herein meet these requirements (e.g. areas of sites 2, 12, and 13). However, because our methodology is based on simplified metrics that are readily computed from field data for predicting relative overland flow contributions, and because inclusion of subsurface stormflow in our formulation requires more complex three-dimensional analysis, we do not account for subsurface stormflow occurrence explicitly, but do recognize its possible importance for particular cases. In general, its contribution is expected to be minimal in semi-arid environments (e.g. Wainwright, 1994).

To account for antecedent conditions whereby the subsurface does not entirely dry between storms, we calculated the three-day cumulative precipitation of all storms preceding the start of an individual storm. The storm total, $S$ is defined as the sum of the individual storm total (without any subsurface stormflow contribution) and the three-day preceding cumulative total, when applicable. Research from other areas in the desert southwest of the United States with similar overall climate and soil infiltration characteristics (Kurc and Small, 2004) supports the use of a three-day cumulative storm period, showing that precipitation-enhanced soil moisture remains elevated in the subsurface for a few days (with exponential decline time constant of 2.8 days) following infiltration. When $S$ exceeds the subsurface storage capacity (i.e. the $in situ$, available effective soil porosity, $\theta_e$ times the effective soil depth, $z_e$), the soil is considered saturated such that any additional rainfall will generate overland flow on the surface (i.e. saturation-excess overland flow) (Dunne and Black, 1970a, 1970b). Thus, we define $\bar{S}$ as the normalized storm total:

$$\bar{S} = S / z_e \theta_e$$

(2)

In the absence of complete site-specific data, we synthesized soil $\theta_e$ values for each site (Table 1) by subtracting a nominal amount of residual soil moisture (10%) from the dry soil porosity of substrates (Morris and Johnson, 1967) that aligned with our field observations. We calculated $z_e$ as the depth from the average site elevation to bedrock, when known from site observations. For sites located on alluvium or other fine sediments and not immediately underlain by bedrock, we calculated $z_e$ as the depth from the average site elevation to the expected Colorado River elevation at current maximum allowable (dam-controlled) flow. Herein, the maximum flow is taken as 708 m$^3$/s (i.e. the maximum modified low fluctuating flow condition from Glen Canyon Dam) (Malis, 2011) and is converted to stage elevation by conservatively adding 1.8 m for potential high flows as modeled at the Grand Canyon river gage (a narrow stretch of the canyon, near Phantom Ranch, Figure 1) (Magill et al., 2008) to the river surface elevation from our LiDAR measurements that were conducted at typical low (140 to 230 m$^3$/s)flows. Although infiltrating water may flow into the river at the same rate that it is being input to the subsurface and therefore not induce ponding at the archaeological site surface, this depth provides an upper bound on the subsurface storage capacity under reasonable conditions.

We calculated normalized intensity-storm total $\bar{I}$-$\bar{S}$ relationships for all storms at each study site (e.g. Figure 5). In a generalized sense, events with either $\bar{I} > 1$ or $\bar{S} > 1$ indicate that overland flow should have occurred. Several features are readily apparent in these relationships, namely, (1) a lower bound exists for $\bar{I}$ based on the minimum measurable 10-minute rainfall intensity (i.e. limited by the programmed rain gage sensor resolution of 0.0254 mm/minute interval), (2) an upper bound for $\bar{S}$ exists that is dependent on the (large) effective storage capacity of the subsurface, and (3) a linear increasing relationship is observed between maximum $\bar{I}$ and $\bar{S}$, coincident with an expected increase in rainfall intensity with storm size. In the provided example for site 5 (Figure 5), five storms exceed the infiltration-excess overland flow threshold and likely resulted in runoff, whereas no storms caused saturation-excess overland flow (i.e. no storm exceeded even 10% subsurface saturation). Subsurface stormwater flow should not likely have caused runoff due to the shallow slope (6°) extending over the site and its up-watershed contributing area.

Numerical modeling

The intensity-storm total thresholds provide an indication of which storms are capable of driving site erosion based on an empirical expectation that the highest intensities are responsible for the majority of erosion. To increase our confidence in the threshold results, and as a recommended improvement from previous modeling efforts (Pederson et al., 2006a), we used a numerical rainfall–runoff model (Bedford, 2008) to simulate the dynamics of rainfall, infiltration, runoff, and potential for soil erosion. Our model uses event-based precipitation (i.e. storms) over a site-specific topographic domain and was designed specifically for semi-arid environments. The model (see Appendix for additional information) couples one-dimensional infiltration with two-dimensional overland flow routing using diffusion wave approximations and mass balance. Thus, the model is distributed and physically-based, accounting for continuity and momentum. Surface water is generated when storage or infiltration capacity are exceeded. Flow (assumed turbulent which is likely during rainfall due to raindrop impacts) is routed across the four cardinal neighbor cells based on their corresponding relative water surface slopes. The diffusion wave method used
here allows water to pond in depressions, which can then be
overtopped given sufficient surface water. The design, param-
eter selection, and verification of the model are discussed by
Bedford (2008), who found that resultant flow routing is more
sensitive to heterogeneity in fine-scale topographic features
than it is to heterogeneity of infiltration values.

To capture the most relevant topographic roughness features
in the modeling, we used interpolated 10 to 25 cm resolution
terrestrial LiDAR-derived digital elevation model (DEM) grids
as base maps (e.g. Figure 3). For each time period, we used
the corresponding LiDAR dataset for the beginning of the period
(i.e. the May 2006 LiDAR dataset was used for the period from
May 2006 to May 2007). In some cases, the site catchment area
extended outside the bounds of the terrestrial LiDAR data set; for
these, we assimilated available lower resolution (1.5 m) air-
borne LiDAR data (Davis et al., 2002). Field soil infiltration
values (described previously, but here used explicitly rather
than as a spatially weighted site average) were assigned to each
site and their respective upstream watershed areas based on
site-specific geomorphic mapping. For all other model para-
eters, we used spatially invariant maps with the following values:
initial volumetric water content (0.1), saturated volumetric wa-
ter content (0.25), Darcy–Weisbach friction factor (1), wetting
front suction (4 cm), and no interception of rainfall by the vege-
tation canopy. These values have been found to be robust for
simulating high-intensity rainfall over high-resolution topogra-
phy in arid and semi-arid environments (e.g., New Mexico,
USA; Bedford, 2008). With the exception of a few storms iden-
tified in the empirical analysis with low storm totals but high
intensity, we limited our analyses to storms with cumulative
precipitation greater than 10 mm; these were resampled to
one-minute intensity records. We calculated the likelihood for
storm-generated runoff in each model through computation of a
runoff coefficient (R), defined as the percent of the storm
rainfall that is runoff and that exits the model domain.

To assess storm erosion potential, we calculated bed shear
stress on a per-pixel basis. For each pixel in the model domain,
we calculate the critical shear stress using

\[ T_{\text{crit}} = \Theta_c \left( \rho_s - \rho_w \right) g D_{50} \]  

(3)

(e.g., Kirchner et al., 1990), where \( T_{\text{crit}} \) is the critical shear stress
needed for grain entrainment, \( \Theta_c \) is the critical Shields stress
(0.045) (Pederson et al., 2006a), \( \rho_s \) is the density of the soil
(2650 kg/m³), \( \rho_w \) is the density of water (1000 kg/m³), \( g \) is the
acceleration due to gravity, and \( D_{50} \) is the median grain size.
The mean \( D_{50} \) (as measured by sieve shaker and Coulter laser
particle-size analyzer) for 13 samples from two of the sites pre-
sented herein is 0.11 mm, indicative of fine to very fine sands
(Figure 6). These values represent the fine-grained terraces and
aeolian-reworked sediments that form the substrates for many
archaeological sites throughout Grand Canyon (Draut et al., 2008).
The resultant mean critical shear stress value (0.08 N/m²) represents
a minimum threshold based on sediment transport theory
(e.g., García, 2008) as verified by experimental results (e.g., Ahmad
et al. (2011) obtained \( T_{\text{crit}} = 0.094 \text{N/m}^2 \) for a 0.15 mm diameter
pure sand). However, the erodibility of real surfaces is variable due
to cohesion and topographic attributes such as grain projection,
exposure, and heterogeneities (Kirchner et al., 1990). In addition,
the presence of biologic crusts and vegetation at many of the
archaeological sites likely increases the critical shear stress
needed for entrainment (Prosser and Slade, 1994; Belnap, 2006; Kidron, 2007; Rodríguez-Caballero et al., 2012; Sankey and
Draut, 2014). Thus, we also utilize a slightly higher critical
shear stress threshold (1 N/m²) for identifying probable site
erosion, and show results for both ranges (e.g. Figure 3C).

Results

Site change and active geomorphic processes

As should be expected for such a spatially complex study area
as Grand Canyon, our LiDAR-based change detection results
vary considerably between sites (Figure 1). Whereas some sites
underwent topographic change resulting from aeolian deposi-
tion and erosion, others eroded from concentrated runoff and
gullyng, and at some sites, both processes occurred. Most sites
exhibited some measurable change, but in some cases, no
changes were detected. Despite these variations, the change
detection data support several general observations.

We measured a total of nearly 1500 m² of site area (9% of the
total area surveyed at all sites) that underwent significant land-
scape change (i.e. greater than our change detection thresholds)
over a 4.4-year period. We note that this magnitude partially
represents areas that underwent multiple episodes of change
(i.e. deposition followed by erosion or vice versa). Our monitoring
results indicate a net erosional signal throughout the study
sites (Figure 1) with overall erosional area from all processes
(962 m²) outpacing deposition (497 m²) by nearly 2:1. Likewise,
erosional volumes (185 m³) also outpaced those from deposition
(72 m³; Supporting Information Table S2). Of the 13 sites we
monitored, nine by area (69%) and eight by volume (62%)
had erosion totals greater than that caused by deposition. During only one monitoring time period (May 2006–May 2007) did the total area and volume of deposition (318 m$^2$ and 48.6 m$^3$) exceed that from erosion (28 m$^2$ and 2.7 m$^3$; Figure 1, Table S2). The strongest process signal by volume is runoff-induced erosion (135 m$^3$) which is nearly double that from all deposition processes (6 m$^3$ from runoff and 66 m$^3$ from aeolian processes). This indicates that far more sediment was transported away from the archaeological sites than to them.

Our measurements can be used to obtain a short-term (4.4 years) estimate of the sediment transport rate from the inner Grand Canyon landscape (i.e. that located at the canyon bottom and composed of recent Holocene deposits) by summing the erosion measured from all our surveyed sites. Using the combined net (erosion – deposition) volumes of sediment transported at all of the sites (113 m$^3$), assuming an in situ soil density of 1200 kg/m$^3$ (Webb et al., 2000), and dividing by the entire areal component of this study (16 500 m$^2$) yields a surface erosion rate of 18.7 Mg/ha/yr (1.6 mm/yr). Because some periods of change at the sites occurred over time intervals shorter than 4.4 years, this calculation provides a lower bound estimate. Our erosion rate is two to five times higher than those measured in other soil-mantled semi-arid areas of Arizona (7.6 Mg/ha/yr. by Zhang et al., 2011; 3.8 Mg/ha/yr. by Ritchie et al., 2005) and an order of magnitude greater than long-term bedrock-based rates measured in Grand Canyon (2.3 Mg/ha/yr. by Webb et al., 2000; 1.7 Mg/ha/yr. by Pederson et al., 2006b).

The higher erosion rates from the soil-mantle-based areas compared to the bedrock-based areas are expected by simple virtue of differences in material strength. The lower rates of all but the Zhang et al. (2011) case (based on a two-year measurement) should also be expected given that these studies looked at longer time intervals (~10 years for Webb et al. (2000) using empirical regression methods on tributaries, ~30 years for Ritchie et al. (2005) using cesium-137 ($^{137}$Cs) dating, and hundreds of thousands of years for Pederson et al. (2006b) using a combination of optically stimulated luminescence, uranium series, and cosmogenic dating techniques). Thus, coincident with the findings of Gardner et al. (1987), we find that the transport rate is dependent on the interval over which it is calculated. We explain the lower Zhang et al. (2011) rate by noting that the sites contributing to our erosion rate were selected specifically because erosion was expected to occur there. In general, we find that our measurements provide a robust estimate of short-term erosion rates affecting many river-level landscapes in Grand Canyon.

Although the spatial distribution of the sites is uneven throughout the river corridor, the data do not support any systematic increase or decrease in overall sediment transport rates moving downstream. Nor are overall runoff processes (erosion + deposition) more or less active with respect to distance from the dam at the upstream end of Grand Canyon. Rather, topographic changes are largest specifically where active aeolian environments exist; these are located throughout the canyon (e.g. sites 1, 2, 9, and 12). In addition to being subjected to aeolian processes, many of these active sand areas are also subject to concentrated gully ing (Figure 1) – this interplay of processes is key to understanding the cyclic change to which sites are subjected.

Precipitation thresholds

The normalized I–S precipitation threshold for erosion provides a unifying approach to incorporating the spatial, temporal, geomorphic, and meteorological characteristics of landscapes affected by overland flow. We believe that this approach moves empirically-based landscape change analysis forward from those based solely on meteorological conditions (e.g. those using only precipitation totals) to that based on geomorphological setting and the physical processes of infiltration. Used over the length of a substantially-long semi-arid fluvial landscape, it synthesizes likely agents of runoff and soil erosion over a wide range of substrates and morphologies.

Plotting the I–S relationship for all storms at all sites indicates that the overall response is governed by infiltration-excess flow and that I and S scales with $S$. All storms (e.g. Figure 5 at site 5) plot well below (i.e. $S < 0.2$) any reasonable threshold limit (i.e. $S = 1$) for saturation-excess overland flow. As noted previously, this is expected given the large storage capacity (depth and porosity) of site substrates; in the absence of heterogeneous perched zones, saturation-excess overland flow is not expected at typical sediment-based archaeological sites from storms occurring in Grand Canyon or other similar semi-arid and arid environments (Howes and Abrahams, 2003; Tucker et al., 2006). To compare the site to site response, we therefore show only the single highest normalized intensity ($T_{max}$) storm for each site and monitoring period (32 data points; Figure 7).

The empirically-based threshold results correctly predict 66% of the storm responses associated with either documented soil erosion (i.e. green symbols with $I > 1.0$ in Figure 7) or a lack of soil erosion (i.e. purple symbols with $I < 1.0$ in Figure 7). However, direct interpretation at this simplified level does not sufficiently explain the overall response due to the dependence on average substrate values ($K$, $\theta_a$) in deriving values of $I$ and $S$. Variations in $K$ in Equation (1), for example as a result of using minimum values of the hydraulic conductivity at a site, can increase values of $I$ for many storms so that they too are greater than 1.0. Thus, we direct the interpretive focus on the fact that storms with documented precipitation-induced erosion (green symbols; Figure 7) have greater $I$ compared to those with no documented erosion (purple symbols, Figure 7). Their respective means ($\mu = 1.1$ for erosion and $\mu = 0.7$ for lack of erosion) are statistically different as verified by a $t$-test ($P = 0.01$). Although this difference could be due to the occurrence of higher intensity storms at sites with documented erosion, we know this not to be true – the storm intensity means ($\mu = 64$ mm/h for storms causing erosion and $\mu = 58$ mm/h for storms not causing erosion) are

![Figure 7. Intensity-storm total threshold plot for the highest intensity storm occurring at each archaeological site during each monitoring period. Green data points are those with documented site erosion resulting from precipitation runoff. Purple data points are those with no documented runoff generated site erosion. Dashed line identifies the normalized intensity threshold at $T = 1$. Most sites with steep slope (generally $>10^\circ$) plot down and to the left of the solid diagonal line (i.e. having both low $I$ and $S$). This figure is available in colour online at wileyonlinelibrary.com/journal/espl](image-url)
found that steeper slopes in their simulations also had low alignment with those found by Mirus and Loague (2013 who age slopes are on the order of 5°. These results are in close line shown in Figure 7). This contrasts with the majority of sites that plot above and to the right of this line where average slopes are on the order of 5°. These results are in close alignment with those found by Mirus and Loague (2013 who found that steeper slopes in their simulations also had low and, and were more prone to subsurface stormflow. Our observations of piping conduits in the sidewalls of incised gullies at the steeper sites suggest that this form of flow may be a contributor to overland-flow-induced erosion in some cases.

False positives (data points above the threshold but with no documented erosion) are associated with sites having very low (<1° to 5°) topographic slope (sites 4 and 11). We presume that for these cases, bed shear stresses are sufficiently low to limit the amount of surface erosion even under intense storm conditions. False positives could also arise when erosion did occur but where our analyses did not detect the change (i.e. below the 3 to 8 cm change detection threshold).

Overall, the results demonstrate the utility of an empirically-based methodology for identifying the major causal factors for runoff and the subsequent erosional response over a wide range of geomorphologic and environmental conditions. Additionally, analysis of false negatives and false positives allow interrogation of other potential factors that may define the generalized response (here, we identified topographic slope, but others factors might also be applicable depending on field settings). These findings could be used to define additional empirical parameters for landscape response (for example, by including topographic slope implicitly in the threshold equations). We note however, that the benefits of a simple model are soon made irrelevant with increasing complexity brought on by including too many additional parameters. In the far end of the spectrum, this methodology becomes that implemented in a numerical model, one of which we present in the following section.

**Verification with rainfall–runoff model results**

We present numerical modeling results from a site (site 5) in eastern Grand Canyon as verification for the empirical threshold results and also to demonstrate the interplay between rainfall, runoff, and erosion at the site scale. Modeling performed for several other sites as a part of this study reinforces these points.

At site 5 (Figures 2A and 3), we simulated the runoff response from 30 measured storms between May 2006 and September 2010. Storm totals exceeded 10 mm for all events with the exception of a high intensity, low (8.4 mm) storm total on August 24, 2006. The model predicted appreciable runoff (runoff coefficient, R > 2%) for 10 events (Figure 8A) including the highest intensity event identified for each time period by the empirical intensity-storm total results (Table III). Median bed shear stresses were above critical entrainment ($\tau_{\text{crit}} > \tau_{\text{c}}$, Equation (3)) for most storms (Figure 8B) and over significant parts of the model domain for storms with $I > 1.0$ (Figure 3C). Storms with $I < 1.0$ showed only limited bed shear response (Figure 3D) and generally occurred during the winter (November through February).

Areas of measured erosion from a runoff source (i.e. those in contact with a gully flow line as shown in Figure 3B) are generally captured by the spatial distribution of large runoff depths and consequent high bed shear stresses (Figure 3C). Areas with high infiltration capacity, for example fluvial terraces (Figure 4), coinciding with the left side of Figure 3A, did not result in high bed shear stresses, except at concentrated areas in gullies (e.g. only gully bottoms within the fluvial terrace areas on the left side of Figure 3C). Areas without good correspondence between measured topographic change and high bed shear may be from either the magnitude of erosion being below the change detection threshold (for this example, 5 cm), or potentially from incremental topographic changes occurring during the storm (i.e. headward propagation of a knickpoint or sidewall bank collapse — see Figure 3B) that are not captured by the model. At this spatial and parametric resolution, the power of the model lies not in its prediction of the exact location of expected erosion, but rather in confirming the empirical threshold results (Figure 7) and identifying the expectation (or not) that erosion will occur from different types of storms.

---

**Figure 8.** (A) Predicted runoff coefficient (volume of runoff/surface area) and (B) $I$ and bed shear stress for all modeled grid cells for each storm at site 5. For the boxplots in (B), the central boxes denote inner quartiles, the central line denotes the median value, whiskers are at one standard deviation, and dot symbols are maximum values. Storms with runoff coefficient > 2% in (A) are shaded in (B). Medians of all shaded storms exceed the theoretical critical shear stress threshold ($\tau_{\text{crit}} = 0.08$, lower dashed horizontal line). Generally, standard deviations exceed the $\tau_{\text{crit}} = 1$ threshold (upper dashed horizontal line) only for the shaded (high runoff) storms. Overall, storms with high $I$ coincide with those predicted to have high runoff and high bed shear stress, thereby indicating increased potential for site erosion. This figure is available in colour online at wileyonlinelibrary.com/journal/espl
Predicted return period for storms

Our generalized storm intensity-storm total threshold and site-specific interpretations provide quantitative linkages between intense storms and semi-arid site erosion. Correlated erosion-inducing storm intensities were substantial, with 10-minute intensities averaging 64 mm/h (Table III) and with 67% of these storms having intensities greater than 50 mm/h. The question therefore arises whether the erosion-inducing storms were exceptional when compared to previous observations in Grand Canyon. Precipitation results from a 2002 study conducted on river corridor archaeological sites (Pederson et al., 2006a) indicate that widespread gully erosion occurred from storms of the same order of magnitude as those identified here. In 2002, maximum (35-minute) storm intensities reached 79 mm/h and storm totals reached 46 mm (with corresponding $T > 1.0$ and $S < 0.2$ using identical site parameters presented herein), thereby substantiating our generalized $T$ versus $S$ threshold methodology. Unfortunately, there are no long-term (30+ year) high frequency (sub-10-minute interval) records available with which to determine recurrence intervals for storm-intensity. Instead, we investigate the corresponding cumulative daily, seasonal, and annual precipitation totals for correlated erosion-inducing storms by comparing our data to that from two nearby long-term (75+ year) rain gages located roughly at Colorado River level (Lees Ferry and Phantom Ranch, Figure 1).

On a daily basis, the precipitation totals corresponding with site erosion-inducing events are not uncommon. Recurrence intervals for erosion-inducing storms (green symbols in Figure 7) range between 0.1 and 13.8 years (Table III), and the majority occur with less than two-year periodicity at Lees Ferry (58% of storms) and Phantom Ranch (83% of storms). All recurrence intervals greater than five years are from the Lees Ferry gage, which is located farther from most of the sites investigated herein (Table III, Figure 1). Thus, we judge that lower recurrence intervals from Phantom Ranch are more representative for our data comparison. Analysis of daily storm total recurrence intervals calculated from the long-term records for the time period before completion of Glen Canyon Dam (i.e. prior to January 2, 1963) compared to that following completion of the dam indicates that the number of potentially erosion-inducing storms has not changed substantially over time. The average difference in recurrence intervals (pre-1963 minus post-1963) is less than one year (ranging from −0.8 to 0.1 years) using the Phantom Ranch data and less than three years using the Lees Ferry data. Thus, we infer that post-dam changes to the landscape cannot be linked to differences in short-term climate before versus after dam construction.

Examination of annual precipitation data from the two weather station sites supports the notion that the documented erosion was not associated with above average rainfall conditions. Although recent analyses of long-term regional precipitation data (Hereford et al., 2014) indicate that multidecadal episodes of wet conditions can initiate terrace and consequent site erosion, our data indicate that erosion can also occur within periods of extended drought (i.e. the early twenty-first century drought in which this study was conducted; Hereford et al., 2014). The average annual precipitation during our monitoring period (2006–2010) at Phantom Ranch (228 mm) and Lees Ferry (112 mm) were nearly identical or slightly lower than their respective long-term averages (231 mm and 140 mm). Similarly, evaluation of seasonal precipitation totals only provides weak support that above average conditions could have been responsible for site erosion. In a study conducted in eastern Grand Canyon near sites 3 and 8 (Figure 1), Hereford et al. (1993) found that arroyo (gully) downcutting and erosion coincided with seasons (therein defined as that occurring during

<p>| Table IV. Seasonal cumulative precipitation causing runoff-induced site erosion during the period 1966–1990, according to Hereford et al. (1993) and during the present study (2006–2010).* |</p>
<table>
<thead>
<tr>
<th>Season (bracketing dates)</th>
<th>Seasonal cumulative precipitation at Phantom Ranch (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1972 fall season (September 15, 1972–November 15, 1972)</td>
<td>114</td>
</tr>
<tr>
<td>1978–1979 cold season (November 1, 1978–February 28, 1979)</td>
<td>248</td>
</tr>
<tr>
<td>1983 warm season (June 15, 1983–October 15, 1983)</td>
<td>135</td>
</tr>
<tr>
<td>1990 warm season (June 15, 1990–October 15, 1990)</td>
<td>120</td>
</tr>
<tr>
<td>2006 warm season (June 15, 2006–October 15, 2006)</td>
<td>210</td>
</tr>
<tr>
<td>2006–2007 cold season (November 1, 2006–February 28, 2007)</td>
<td>22</td>
</tr>
<tr>
<td>2007 warm season (June 15, 2007–October 15, 2007)</td>
<td>78</td>
</tr>
<tr>
<td>2008 warm season (June 15, 2008–October 15, 2008)</td>
<td>(25)*</td>
</tr>
<tr>
<td>2008–2009 cold season (November 1, 2008–February 28, 2009)</td>
<td>82</td>
</tr>
<tr>
<td>2009 warm season (June 15, 2009–October 15, 2009)</td>
<td>32</td>
</tr>
<tr>
<td>2009–2010 cold season (November 1, 2009–February 28, 2010)</td>
<td>144</td>
</tr>
<tr>
<td>2010 warm season (June 15, 2010–October 15, 2010)</td>
<td>118</td>
</tr>
</tbody>
</table>

*Three storms occurring outside the defined warm and cool seasons (see Table III) are not used in this analysis.

*Data is incomplete (missing 71% of records) and not used for analysis.
Thus, although some of our data corroborates that above average seasonal precipitation conditions are responsible for site erosion, particularly during summer monsoon conditions, there is more support for the hypothesis that individual high-intensity storms are the principal driving factor, and such monsoonal storms are likely common in Grand Canyon with respect to overall daily, seasonal, and annual climatology. Erosion-causing events with similar recurrence interval (3–5 years) as that identified in our analyses have also been documented in the semi-arid high plains of Colorado (Tucker et al., 2006) indicating that storm-induced gullying is both a widespread and common phenomenon in the southwestern United States. Our analyses therefore suggest that the best predictor of site erosion in semi-arid landscapes is related to short-term (10-minute) storm intensity rather than storm totals or cumulative seasonal totals; short time-frame storm intensities have also been shown to be applicable for post-fire debris flow prediction (Kean et al., 2012). The data do support that erosion is typically linked to warm season, highly convective desert monsoon storms, but also indicates that erosion can occur outside of wet years, or even wet seasons. These are key points to consider when considering weather and climatology in all dryland landscapes.

Combined Site Response from Fluvial–Aeolian–Alluvial Interactions

The storm intensity threshold results, their seasonality, and their verification with numerical-model-based runoff-erosion analyses provide a springboard for explaining why semi-arid landscapes respond in different ways to short-term meteorological events, and when applicable, potentially to fluvial forcing via upstream dam operations. For example, in regions with an upwind aeolian sediment supply, such as might form from fluvial sandbar creation, we might expect adjacent alluvial gullying to be at least partially offset by aeolian deposition (Draut and Rubin, 2008; Sankey and Draut, 2014). However, in aeolian-sediment-starved regions, we might expect that storms will cause cumulatively increasing erosion without any possibility of gully annealing. Knowing what singular possibilities can occur in a dryland landscape such as Grand Canyon can help to inform how similar landscapes may respond and evolve.

We highlight three possible outcomes (erosion resulting from no upwind sand supply, erosion despite an upwind sand supply, and erosion prevented by an upwind sand supply) from our change detection results as examples of future expected geomorphologic scenarios in a fluvial–aeolian–alluvial system. Other scenarios obviously exist, but these three provide information on highly plausible situations in similar dryland landscapes as those studied herein. The study sites portray a spectrum of responses, from cumulative gully erosion to partial gullying, and the monitored time period brackets a single HFE conducted during March 6–8, 2008 (consisting of a 60-hour 1210 m³/s water release from Glen Canyon Dam; Melis, 2011) allowing us to test whether fluvial deposited sediment affected the sites.

Precipitation-induced erosion without upwind aeolian sand supply

Where modern upwind aeolian sediment supply is lacking, a negative (erosional) effect is expected with respect to landscape evolution. Our observations from site 5 with three traversing gullies (Figure 2A; Table V) confirm this expectation and document continuing degradation from episodic gullying without significant aeolian infilling. Beginning in May 2006, we documented both progressive gully erosion and episodic deposition over time (Figure 3). Between May 2006 and May 2007, the central part of the site underwent deposition along a length of 1.8 m. By September 2007, an additional 1.5 m of this gully area showed evidence of runoff-induced infilling. The deposition can be linked to temporary stability offered by recent attempts at erosion control via wood and rock check dams in the lower part of the site (O’Brien and Pederson, 2009b). During both time intervals, our observations and interpretations suggest that overland-flow-induced gullying occurred in the upper part of the site, but was less than the LiDAR change detection threshold.

Over the next 2.5 years (up to April 2010), all three gullies underwent erosion, with the southern, initially very shallow (<3 cm) gully downcutting by an average of 6 cm. Continued downcutting of 4 cm occurred in this (southern) gully during the 2010 summer monsoon. For each time period, at least one storm either exceeded or came close to exceeding (0.95) the 7 = 1 threshold (Figure 5), implicitly linking intense storms with overland-flow-induced erosion. During the entire monitoring period, only minimal aeolian deposition (averaging 5 cm and totaling 0.2 m³) occurred throughout the site and was concentrated adjacent to, but out of, the southern gully. Whereas a few isolated patches of active aeolian sand occur adjacent to the site, large sand deposits or fluvial sand bars without biological soil crusts or dense vegetation are not situated in upwind positions to provide sand for aeolian gully infilling. In addition, no new upwind deposits of sand were formed.

Table V. Site descriptions for select archaeological sites in Grand Canyon.¹

<table>
<thead>
<tr>
<th>Site #</th>
<th>General description</th>
<th>Archaeological time period</th>
<th>Geomorphological description</th>
<th>Number of traversing gullies</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Habitation areas with probable buried structures</td>
<td>1050 to 1150 CE</td>
<td>Debris fan covered by fluvial, colluvial, and dune sediment</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Occupation area with artifacts and fire-cracked rocks</td>
<td>1050 to 1150 CE</td>
<td>Low angle terrace riser adjacent to area of fluvial and playa sediments</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Overhanging sandstone ledges used as prehistoric shelters with pottery sherds, lithic debris and fire cracked rocks</td>
<td>1000 to 1150 CE</td>
<td>Sand ramp leading to sandstone ledges</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>Habitation area with agave roasting pits and artifacts</td>
<td>900 to 1050 CE and 1200 to 1800 CE</td>
<td>Fluvial terrace at distal end of debris fan capped by dune sand</td>
<td>3</td>
</tr>
</tbody>
</table>

¹See Collins et al. (2009, 2012) for additional details.
²CE = common era.
precipitation-induced erosion with upward aeolian sand supply

For landscapes located in proximity to modern upward fluvial-sourced aeolian deposits, restoring gully infilling feedback is expected, but will be countered by the magnitude of precipitation-induced erosion. At sites 9 and 12, we documented large-scale (>50 cm downcutting) gully erosion partially offset by aeolian infilling. At site 9 (see description in Table V), our observations of two gullies document a cyclical pattern of runoff-induced erosion, followed by topographic lowering adjacent to the gully margins and aeolian infilling. In late summer 2007, one gully formed as a result of significant runoff with substantial (>50 cm) downcutting and erosion, but by September 2007, aeolian sediments had begun to infill the gully. Between September 2007 and September 2010, additional gulling and erosion up to 160 cm in depth occurred, most likely coincident with a storm that well-exceeded (1.6) the T = 1.0 threshold (Figure 7). However, by the end of this period, gully wall slumping and aeolian infilling up to 60 cm deep began to smooth the gully cross-section. It is not possible to quantitatively discretize the depositional component caused by each of these processes, but we know from on-site inspection that aeolian infilling can be substantial (tens of centimeters). Partially vegetated sand dunes up to 10 m in height are located immediately upward of the site providing a source for aeolian-transportable sand. These dunes, in turn, are restored by nearby fluvial sand bars; this is therefore a MFS site as defined by Draut (2012). During the 2008 HFE, upward sand bars grew in both area and volume, and remained enlarged through the 2008 spring windy season (Hazel et al., 2010). Thus, although this site suffered overall erosion during our study, it shows potential for aeolian infilling.

At site 12 (Figure 2B, Table V), some 160 river kilometers downstream from site 9 (Figure 1), we documented a similar history of cyclical erosion and infilling, but here, both fluvial and terrestrial sand supplies are more limited than at site 9. Between May 2006 and September 2010, we documented isolated (<15 cm) erosion within two gullies. In a third gully (Figure 2B), we observed cyclic large-scale gullyling and infilling from aeolian dune deposits located immediately adjacent to the area. Gullyling occurred to an average depth of 18 cm between May 2006 and May 2007, to an average depth of 25 cm (and maximum of 50 cm) between May 2007 and September 2007, and then to an additional average depth of 20 cm between September 2007 and September 2010. Despite low values of T (0.6 to 0.8) during these periods, our modeling results indicate that critical bed shear stresses were exceeded at specific areas (i.e. gullies) within the domain for many storms during these periods. This highlights the limitations of using site average values for interpreting specific areas of erosional response, but also suggests that both subsurface stormwater and infiltration-excess overland flow may be occurring here.

Discussion

The presented results, along with our interpretations of individual site response, provide important insights on coupled fluvial-aeolian environments subjected to periodic overland flow erosion. In addition to having important management implications, they also speak to the wider subject of landscape evolution.

First, we find that short-term erosion rates in Grand Canyon, as is the case in many semi-arid landscapes, can be particularly high and are caused by short-term high-intensity rainfall events exacerbating gully erosion. However, we also find that aeolian deposition can mitigate erosion in some cases. At four of our
monitored sites (sites 2, 9, 10, and 12), gullies were either partially infilled or were prevented from further net downslope development due to aeolian deposition (Figure 1; see also Collins et al., 2009, 2012). This is an indication that sites are still subject to the same aeolian processes that have occurred in the Grand Canyon since the archaeological sites were first buried some one thousand years ago by fluvial and aeolian sediments (e.g. Draut et al., 2008). Despite this promise for archaeological site preservation, our observations show that gully annealing can only occur under a specific set of conditions related to fluvial sand availability and wind transport direction. This confirms earlier findings (e.g. Draut and Rubin, 2008; Draut, 2012; Sankey and Draut, 2014) that aeolian sand transport (and thus gully annealing) is more common and of greater magnitude at sites in MFS sand deposits (those downwind of current, post-dam fluvial sandbars) than in RFS sand deposits (i.e. those only downwind of sand deposits formed from large, pre-dam floods). For example, in Grand Canyon, site 2 is located downwind from a modern-fluvial-sourced sand deposit and underwent significant aeolian deposition compared to a nearby site with similar wind conditions (site 5) but lacking a modern-fluvial-sourced aeolian sand supply (Draut and Rubin, 2008).

Second, we find that anthropogenic actions (i.e. high flow dam releases to build downstream sand bars) are dependent on a narrow set of conditions for successful coupling of fluvial deposition and aeolian sand transport. Although we recorded aeolian sand deposition at several MFS landscapes during a monitoring period that included a HFE in 2008, we found little indication of long-term sand deposition beyond the edge of the river. Sand bars along the river did increase in both area and volume following the high flow release (Hazel et al., 2010), providing a potential aeolian sand source for aeolian transport. However, the majority of aeolian deposition identified during our study (2006–2010) occurred prior to 2008 and no systematic increase in deposition after the high flows can be discerned from the data (Figure 1). With the exception of site 6 (see succeeding discussion), wind transport conditions over the year following the HFE were generally not favorable (i.e. unfavorable wind direction, presence of topographic and vegetative barriers) for aeolian transport from the newly built sand bars to many of the sites (Draut et al., 2010a). Rather, most of the new depositional areas were caused by reworking of existing on-site aeolian dunes (Collins et al., 2012).

Despite the lack of clear correspondence between attempts at anthropogenic sand bar building and a decrease in nearby landscape erosion, one site (site 6) provides a good case study of the long-term potential effects from a high flow release in that it is located in an active aeolian dune setting immediately downwind of a fluvial sand bar (see Collins et al., 2012). Although the sand bar here was significantly eroded by flow fluctuations soon after the high flows, substantial aeolian sand was also transported inland by wind during this period (Draut et al., 2010a) and over the next several years (Draut, 2012). Cross-section surveys of the bar-dune system over a six-year time period following the 2008 HFE, and which spans a time period that includes two additional high flow releases in 2012 and 2013, indicate that the centroid of the sand deposit (as measured individually at the bar and dune deposit) moved inland over 30 m (Draut, 2012; J. Hazel, personal communication 30 May 2014) albeit at an exponentially decreasing rate (Figure 9). This analysis indicates that we should not expect an instantaneous landscape response from anthropogenic high flow releases but rather a lag time of several years or more may be needed to transport sand to adjacent dryland areas.

Figure 9. Landward transport rate of fluvial sand bar and subsequent aeolian dune centroid at site 6 following the 2008 high-flow experimental release (HFE). HFEs in 2012 and 2013 added ancillary dunes to the main sand body but do not appear to have affected the overall dune translation rate. Data from Draut (2012) and subsequent unpublished measurements by J. Hazel (Northern Arizona University, Flagstaff, AZ).

Conclusions

Dryland landscapes located near fluvial systems are subject to complex interactions caused by alluvial, fluvial, and aeolian processes with erosion and land degradation most often playing the dominant role (Ravi et al., 2010). Anthropogenic attempts to mitigate erosion, for example, by dam-controlled fluvial sand bar formation and subsequent aeolian deposition, require a detailed understanding of the background landscape response. Our studies of these processes at archaeological sites in a semi-arid landscape provide new insights into predicting future process potential. Construction of a simplified metric capable of identifying the type of overland flow mechanism (i.e. infiltration-excess or saturation-excess) causing erosion identified that infiltration-excess runoff dominates and that short-term (e.g. 10-minute) rainfall intensity is the major driver of gully-induced erosion. These conclusions are likely applicable to a wide-range of dryland landscapes in which somewhat deep, permeable soils are the norm. However, the results indicate that soil surface properties (e.g. infiltration capacity) are critical in determining the hydrologic and geomorphic response of these landscapes, as defined by the normalized rainfall intensity, I (see Methods section). More in-depth spatio-temporal prediction of site response can be achieved using numerical rainfall–runoff models with high resolution topographic data as presented herein, but with a coincidental significant increase in model complexity.

Examination of false-positives and false-negatives from the runoff-erosion empirical analysis identified topographic slope as the next most important factor (after I) for predicting site response. Long-term climate patterns were found to be less important – erosion can be expected in dryland areas regardless of drought conditions as long as storm rainfall intensity is high. These findings may be helpful for future studies, but less so for reconstructing past landscape change estimates where high-resolution precipitation records are not available.

Despite the calculation of short-term erosion rates that are among the highest obtained for our study region, we also found ample evidence for aeolian deposition, and particularly so when coupled with upwind fluvial sand supplies. Aeolian transport however, is dependent on a number of factors,
including the presence of a stable or increasing sand supply, favorable wind direction, and lack of topographic and vegetative barriers. Mitigation of site erosion, for example by aeolian sand gully annealing, therefore requires a sequential combination of events, all of which may or may not occur when expected. In this study, aeolian deposition, even with anthropogenic forcing via fluvial sand-bar building high flow dam releases, was found to be generally insufficient to offset the effects of precipitation-induced gully forming. However, we note that fluvially-connected aeolian deposition is a time-dependent process, the outer limit of which may extend for many years.
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Appendix

Rainfall–runoff numerical model description

This section presents detailed information on the numerical model described in the ‘Numerical modeling’ section and used to obtain overland flow routing results presented in the ‘Verification with rainfall–runoff model results’ section and Figures 3 and 8A. Additional validation and explanation can be found in Bedford (2008).

Runoff model equations

The runoff model consists of a distributed implementation of two-dimensional shallow overland flow equations coupled with interactive one-dimensional infiltration over site domains with high-resolution grid cells (generally 10 to 25 cm per side). When possible, input parameters were based on maps determined from field sampling. Other parameters were based on published values for similar environments, and a simple calibration was used to constrain and validate these choices.

In the model, overland flow and infiltration through time are described by the diffusion wave approximation of the Saint Venant equations (Richardson and Julien, 1994). Mass continuity is defined by:

\[ \frac{\partial h}{\partial t} + \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} = r - i \quad (A1) \]

where \( h \) is flow depth (L), \( t \) is time (T), \( q \) is unit discharge (L²/T), \( x \) and \( y \) are spatial dimensions (L), \( r \) is rainfall rate (L/T), and \( i \) is the infiltration rate (L/T). Unit discharge is calculated as:

\[ q_x = uh \quad \text{and} \quad q_y = vh \quad (A2) \]

where \( u \) and \( v \) are the vertically averaged flow velocity (L/T) in the \( x \)- and \( y \)-dimensions, respectively. Average depth-integrated velocity is computed from the Darcy–Weisbach equation:

\[ v = \sqrt{\frac{8g}{\text{ff}} h S_i} \quad (A3) \]

where \( g \) is the acceleration due to gravity (L/T²), \( S_i \) is the friction slope, and \( \text{ff} \) is the Darcy–Weisbach friction factor. The diffusion wave approximation is used, in which the friction slope is determined by the water surface. This technique allows water to be ponded behind complex microtopography, which will affect runoff determinations, and can play an important role in infiltration. The surface flow is assumed to be fully turbulent, which is likely for the modeled domain because field observations indicate that flow rarely outlasts rainfall, and raindrop disturbance creates turbulent conditions.

One-dimensional infiltration is computed using the Green–Ampt equation, following the form of Esteves et al. (2000),

\[ i_{\text{cap}} = K_{\text{cap}} \left( Z + h + \Psi_{\text{eff}} \right) / Z_i \quad (A4) \]

where \( i_{\text{cap}} \) is the infiltration capacity (L/T) at any time, \( K_{\text{cap}} \) is the effective (< \( K_{\text{sat}} \) hydraulic conductivity (L/T)), \( \Psi_{\text{eff}} \) is the effective wetting front soil suction (L), and \( Z_i \) is the wetting front depth, computed as:

\[ Z_i = \frac{l}{\theta_i - \theta_0} \quad (A5) \]

where \( l \) is the cumulative infiltration at the given time step (L), \( \theta_i \) is the saturated water content (L³/L³), and \( \theta_0 \) is the initial water content (L³/L³).

The actual infiltration rate at any time, \( i \), is computed by:

\[ i = i_{\text{cap}} \quad \text{for} \quad (r + Q_{\text{in}}) > i_{\text{cap}} \quad (A6a) \]

\[ i = r + Q_{\text{in}} \quad \text{for} \quad (r + Q_{\text{in}}) < i_{\text{cap}} \quad (A6b) \]

where \( Q_{\text{in}} \) is the run-on discharge given by:

\[ Q_{\text{in}} = (q_x + q_y) dx \]

when \( q_x \) and \( q_y \) are constrained as positive values and \( dx \) is the cell size.

Boundary conditions and numerical implementation

‘No flow’ boundary conditions are imposed on the upper and side boundaries of the model domain, which mimics the upper boundary conditions of the field sites and simplifies the solution without loss of accuracy for the side boundaries due to the large model domain (sides measuring hundreds of meters). Lower boundary conditions are imposed using the kinematic wave equation on a positively (downward) sloping plane 1.2-times the slope of the lowest grid cells. This lower boundary condition was selected to avoid ponding of surface water along the lower boundary and because it mimics the field setting.

Numerical computations are implemented using a forward-differencing, finite-difference scheme on a staggered grid. That is, the model calculate fluxes at model cell boundaries and flow depths and infiltration at the cell centers. Numerical stability is established using the Courant condition, with a Courant coefficient of 0.1 as described in Howes et al. (2006). Newton–Raphson iteration is used to determine convergence of the Green–Ampt equation.
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